
 

 

  
Abstract—Contextual information of users in mobile environment 

is diverse. Contextual factors have different importance to users in 
choosing resources. This paper presents a context-based mobile user 
behavior analysis model. Firstly, by using the context information 
entropy to calculate the importance of different context attributes, 
context similarity can be calculated. Then, combining with the 
traditional collaborative filtering recommendation algorithm, the 
target user's nearest neighbor set is obtained based on user similarity. 
Finally, the behavior preference of the target user can be predicted, and 
a target user's recommended list of projects also generate under the 
current context environment. Experimental study is carried out and the 
results show that the proposed prediction method have a better 
performance in a specific context. 
 

Keywords—context, mobile user, user behavior, personalized 
service.  

I. INTRODUCTION 
 ontext-aware services are generated in such a context and 
affect people's lives. The information obtained by the 

mobile terminal sensor can be used to identify the current 
context, and finally make a more accurate prediction of the 
user's behavior through certain analysis and reasoning. Context 
aware need to take account of the changes of users' needs and 
external environment in time dimension, so as to provide users 
with personalized services. Therefore, how to effectively obtain 
contextual information and forecast the behavior of users has 
become a hot topic in the field of personalized service. 

Many research achievements have been achieved in the field 
of context awareness and mobile user behavior analysis at 
home and abroad. Among them, context awareness is widely 
used in the commercial wide [1]. Springer et al. proposed 
logistics information based on context awareness, using context 
aware technology to provide more accurate logistics 
information for users [2]. Helin proposed a Context Awareness 
based Service Coordination model (CASCOM), which 
provides users with remote monitoring and context-aware 
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applications such as e-convergence, shopping and emergency 
medical services through intelligent agents [3]. Zaslavsky put 
forward the application scenarios and problems of context 
awareness technology in mobile assistant business, including 
contextual discovery, extraction, understanding, dissemination 
[4]. Yamakami proposed a method based on the mobile 
terminal user log to analyze the user's behavior [5].  

From the current research on user behavior analysis, the 
research on context-based user behavior prediction is still at a 
preliminary stage. There are some problems such as the lack of 
quantification of context weight and the lack of accuracy of 
user behavior prediction. Based on the analysis of context 
information, this paper predicts the items that the target user is 
interested in according to the similar neighbor selection 
behavior of the item under similar context. Using the current 
context as a constraint, the set of neighbor users that is most 
similar to the target user in the current context or the similar 
context is identified. Thereby providing the selected resources 
of the neighboring users for the target users, the user can obtain 
better experience and perception of context through the mobile 
terminal.  

II. Theory of context 
Context refers to any information that can describe the 

characteristics of entities. The so-called entity refers to human, 
location, physical or virtual objects that interact with users and 
applications, including users and its application. B.N.Schilit 
proposed context awareness and define the word context as 
three types: user context, physical context and computing 
context [6].  

On the basis of mobile computing, the mobile terminal is 
regarded as the center of geographic location or network 
topology. By making full use of the environmental information, 
context aware computing takes the information in the 
environment of the terminal as the content of computation, and 
tries to make the service discovery and service implementation 
process finished by the terminal itself [7]. Therefore, the 
content and the way of service are usually closely related to the 
context information, and also change with the change of users' 
context, so that we can realize context aware service. Context 
aware computing uses sensors and related technologies to 
enable application devices to perceive the current context, 
thereby allowing applications to better adapt to context.  

III. User preference analysis based context 
1. Calculation of context information entropy 

    Because information entropy can measure the uncertainty of 
random variables in the system, this research explores how to 

Behavior Prediction of Mobile User Based on 
Context Similarity 

Chengfang Tan, Qixiang Song and Xiaoyin Wu 

c 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING Volume 12, 2018

ISSN: 1998-4464 118



 

 

identify important context factors that affect user’s selection 
behavior or preference. By calculating the importance of these 
context factors on users, we further analyze user preferences 
based on these important context factors.  

Under a specific context instance kqc , user selects the entropy 
value of the item whose attribute category is ia . User’s 
selection of the item for a certain category under this context 
instance is expressed. The specific formula is as follows: 

1
( ) ( ) log ( )

kq kq

n

kq c ij n c ij
i

E c p a p a
=

= ∑              (1) 

Where ( )kqE c  represents the item selection condition of the 
user for different attribute categories under the context instance

kqc . And ( )
kqc ijp a  represents the probability of items 

belonging to the certain feature ija  among the items of the 
attribute category ia , which selected by the user u under the 
context instance kqc . And n is the number of attribute categories 
that the project has. 

Due to the different distribution of context samples 
contained in context factors, the conditional entropy is used to 
calculate the context information entropy corresponding to the 
context factor c in this paper. That is, the entropy of 
corresponding context factors kc under different context 
instances distribution is calculated. It is as shown in the 
following formula: 
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k kq kq
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Where ( )kI c  represents the degree of disorder of user’s 
choice for the project under the distribution of the different 
context instance kqc . ( )kqp c  is the distribution value of the kc  

sample under the context instance kqc . t is the number of  the 
context  instance sample contained in the context factor.  

Since the size of the entropy of the contextual factor kc  is 
determined by the entropy and its distribution of all instances it 
contains, the range of ( )kI c  is between 0 and 1 according to the 
range of ( )kqE c . 

2. User preference calculation based on context  
By calculating the context information entropy, it is possible 

to identify the importance of context factors to users, and then 
identify the context factors that can have an important impact 
on user preferences.  

This paper introduces the concept of context importance to 
describe the importance of context factors for users, and 
analyzes user preferences based on the importance of the 
context factors and the context instances it contains. The 
calculation formula of context importance is as follows: 

( ) 1 ( )k kH c I c= −                  (3) 
Where kc  is the context factor that has a significant impact 

on user preference. ( )kH c  is the importance of the context 
factor. 

    Therefore, the preference of user u for item attribute ija
under a set of context information CG is calculated as follows: 

1
( , ) ( | ) ( )

x

u ij ij kq kq
k

P C a p a c H c
=
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Where kqc  is an instance that can have a significant 
influence on the preference of user in the group of context 
information CG. ( | )ij kqp a c is the preliminary preference 

value of user for item with feature ija under the category of 
attributes ia . x is the number of context  instances that have a 
significant impact on user preferences. 

IV. Behavior analysis of mobile user based on context 
1.  Data model representation 
The algorithm in this paper is based on U-I-C 

three-dimensional data model. In this model, users, items and 
contexts represent one dimension respectively, which is 
represented by vector space composed of their respective 
attributes. Each attribute has its own specific attribute values.  

2. Calculation of user similarity 
The similarity between the target user u and any user v is 

defined as ( , )as u v  for the similarity of the item attribute 
preference. according to the method of calculating user 
preferences above, we get the preference degree of users u and 
v for the different feature items of the attribute category ia  
under the context information C,  which expressed as ( , )u iP C a  
and ( , )v iP C a  respectively. The cosine similarity is used to 
calculate the similarity between the target user u and the user v 
[8]. The calculation formula is as follows:  
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Where n is the number of attribute category owned by the 
project. And h is the number of features contained in the i-th 
attribute. ija is the j-th feature value under the i-th attribute 
category.  

In addition, this study collects the common scoring items 
from different users as the nearest neighbor. Assuming that the 
item set uv u vI I I= ∩ jointly evaluated by the user u and the user 
v, the Pearson correlation between the user u and the user v can 
be defined as:  

, ,

2 2
, ,
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Where ,u ir  represents the score of user u for the item i. 

Similarly, ,v ir  represents the score of user v for the item i.  ur
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and vr  respectively indicates  the average score of user u and 
user v to the item i .  

This research considers the similarity between users from 
two part of user scoring and attribute preference. Therefore, 
using the linear weighted function, the similarity between user 
u and v is calculated as follows: 

( , ) ( , ) (1 ) ( , )sim u v as u v ps u vλ λ= + −                (7) 
Where λ  is the adjustable coefficient of [0, 1]. When the 

value is 1, the similarity degree between users is calculated 
from the perspective of users' preferences for item attributes. 
When the value is 0, the similarity between users is calculated 
by user's scoring data.  

3. Calculation of context similarity  
Generally, the user's evaluation of the project resources is 

generated in a group of related contexts. And there are few 
scoring records in a single dimension context instance. So, the 
following formula is used to calculate the preference score of 
the nearest users. 

, ,
1

( | )
n

v I C ij kq i
i

s p a c w
=

= ⋅∑                 (8) 

Where ija  is the attribute feature of the item i. ( | )ij kqp a c  is 
the preference degree of user v for the attribute feature under 
the single dimension context instance. iw  is the weight of the 
i-th attribute feature.  

According to each important context factor, we measure the 
similarity of two different context instances based on the score 
values of the common scoring items. The formula is allows:  
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This formula expresses the similarity of two different context 
instances c and xc for user u under the context factor kc . Where 

xI is the common scoring item collection of the neighbor user v 

under two different context instance ,v cr and , xv cr  respectively 
indicate the average score of the common scoring project under 
the context instance c and xc .  

4. Prediction of user behavior 
Based on the idea of user collaborative filtering 

recommendation, this paper introduces the context similarity to 
collaborative filtering algorithm. Under the context of single 
dimension context instance c, the prediction score of target user 
u for the item i is mainly calculated according to the score of i 
for its neighbor users v in similar context instances. Therefore, 
the corresponding prediction score function is as follows:  
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            (10) 

Where x cc N∈  is the neighbor set that most similar to the 

current context instance c. uv N∈ is the neighbor set of the target 

user u. , , xv I cr  is the score of the item i of the neighbor user v 

under similar context instance xc .  
Context weight of each context instance c is ( )kH c  under 

the context information CG. The scoring of the item is 
calculated under single dimension context instance. The 
prediction formula is as follows: 

, , , ,
,

( )
k

u I CG u I c k
c CG c CG

R r H c
∈ ∈

= ×∑                 (11) 

Where , ,u I cr  is the predictive value of the target user u on the 
item i under the single dimension context instance c.  

V. Experiments and Analysis 
1. Experimental data  
This paper uses the real dataset of local famous catering 

consumption to test the performance of the algorithm. The 
dataset contains basic user context information, including 
gender, age, geographic location, dining preferences, user 
location records, and historical consumption records and so on. 
In order to verify the result conveniently, we extract some 
context data from the dataset, which contain 2974 ratings of 
157 users for 139 restaurants. The data is divided into a training 
set and a test set according to the ratio of 3: 1.  

2. Evaluation index 
In the experiment, the widely used Mean Absolute Error 

(MAE) is used as the evaluation criterion for the accuracy of the 
recommended algorithm [9]. MAE is used to calculate the 
accuracy of the algorithm by calculating the deviation between 
the predicted user score and the actual user score. The smaller 
the MAE value, the higher the quality of the algorithm [10].  

The definition of user scoring prediction set is expressed as
1 2{ , , , }Np p p . The corresponding actual user score 

corresponding is expressed as 1 2{ , , , }Nr r r .The MAE is 
defined as follows:  

 

1( )
N

i ii
p r

MAE N
N

=
−

= ∑                  (12) 

3. Analysis of experimental results 
In this paper, λ is used to adjust user similarity ( , )as u v   

based on attribute preference and user similarity ( , )ps u v  
based on item scoring. If the value of the weight coefficient λ
is too large or too small, it will affect the recommendation 
accuracy. So it is necessary to examine the influence of 
different weight coefficients on the recommended accuracy. 
Because of [0,1]λ ∈ , λ is measured from 0 to 1 in the 
experiment. The relationship between MAE and the value of λ  
is as shown in Figure 1.  
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Fig. 1.The corresponding MAE value under different λ  

As can be seen from the Figure 1, when the value of the 
weight coefficient is 0.5, the MAE value is the smallest. And 
the recommendation system has the best quality at this time. 
So we set 0.6λ = in subsequent experiments. 

In order to verify the validity of the proposed model, we 
select the context factors that have an important impact on user 
preferences. The following two methods are compared: (1) The 
proposed collaborative filtering recommendation based on user 
context (UC-CF). (2) The traditional collaborative filtering 
recommendation based on user (User-CF).  

In the actual context of user behavior prediction, the problem 
of data sparsity is often encountered. So the accuracy of the 
algorithm is affected. In this experiment, the different sparsity 
and the number of different neighbors are selected to compare 
the experiments. This study chose on different numbers of 
neighbors in experiment. The number of neighbors gradually 
increases from 5 to 30 at 5 intervals. The MAE values obtained 
in the experiment are shown in the following table:  

Table 1. Comparison of two different algorithms 
nn Density=0.1 Density=0.15 Density=0.2 

 UC-CF User-CF UC-CF User-CF UC-CF User-CF 

5 0.88 0.95 0.87 0.92 0.84 0.9 
10 0.83 0.89 0.81 0.85 0.78 0.83 
15 0.68 0.72 0.63 0.68 0.6 0.65 
20 0.72 0.73 0.68 0.71 0.64 0.69 
25 0.76 0.81 0.74 0.78 0.73 0.72 
30 0.78 0.84 0.76 0.79 0.75 0.76 

When the data sparsity is 0.1, the comparison between the 
proposed algorithm and the traditional user-based collaborative 
filtering is shown in Figure 2.  

 

Fig. 2. MAE comparison between UC-CF  and  User-CF 

It can be seen from the Figure 2 that the average absolute 
error of the prediction results obtained by the two methods will 
decrease as the number of neighbor users increases. Therefore, 
as the number of neighbor users gradually increases, the 
prediction accuracy of two recommended methods will be 
higher and higher. However, when the number of users reaches 
a certain number, the values obtained by the two methods show 
an increasing trend and the prediction accuracy of the 
recommended decrease gradually. Moreover, when the number 
of the neighbor of the target user reaches 20, the predicted 
values of the two methods are all the lowest.  

VI. Conclusions  
In this paper, the problem of user behavior prediction in 

mobile environment is studied. Under the mobile Internet 
environment, the user's demand preference is closely related to 
the specific context in which the user is located. The research 
work in this paper mainly focuses on the acquisition and 
processing of contextual information of mobile terminal user 
and user behavior prediction. The experimental results show 
that this method can better obtain the user's behavior 
preference, and help to improve the prediction effect of the 
personalized recommendation system. In addition, contextual 
information has very high complexity and diversity. In order to 
facilitate the calculation and improve the prediction efficiency, 
we only draw a few relatively influential context factors for 
experiment and analysis, which resulted in the lack of 
information in a certain extent, affecting the accuracy of 
calculation results. Therefore, in the future research, we can 
conduct further research on pretreatment of the high 
dimensionality context information and dimension reduction.  
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